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1 Introduction

For both classical and nonclassical first–order logic equality is a crucial feature to increase
expressivity of the object language. It is, therefore, of great importance to have a method
at hand that allows tableau–based theorem provers to handle equality in an efficient way.

In the first approaches to adding equality to semantic tableaux [8, 10, 11] additional
tableau rules were defined that allow the application of equalities occurring on a branch to
other formulas. In [4] a completion–based method has been described; it uses, however, as
the approaches in [8, 10, 11], the ground version of tableaux. Recent methods, described
in [5] and [2, 3], are based on the much more efficient free variable tableau system [5].1

In [3] it has been shown that one of the reasons for the inefficiency of previous ap-
proaches is that they all mix up the application of equalities and of classical tableau rules.
In contrast, the method presented in [3] for closing a tableau branch, consists of two sepa-
rate tableau expansion stages. In the first stage the tableau is expanded using the classical
tableau rules; in the second stage, from a branch B the set of equalities2

EB := {s ≈ t : T (s ≈ t) ∈ B} ,

and the set DisB are extracted; where the latter consists of disjunctions of inequalities.
It is built from the two remaining types of important formulas on B: For every pair
〈TP (s1, . . . , sn),F P (t1, . . . , tn)〉 of atoms, that potentially close B, in DisB there is the
n–place disjunction s1 6≈ t1∨ . . .∨sn 6≈ tn and for every inequality F (s ≈ t) on B, in DisB

there is the (one–place) disjunction s 6≈ t.
Using these two sets, all substitutions that allow to close a branch B can be generated

by computing for each inequality (s 6≈ t) in DisB a complete set of rigid EB–unifiers of s
and t:

1The γ–rule in free variable tableaux does not substitute the bound variable by a “guessed” ground
term, but by a new free variable. Therefore, a free variable tableau can contain equalities that are not
ground. To close a free variable tableau T , one has to find a (ground) substitution σ that allows to close
all branches of T simultaneously, i.e., such that Tσ is closed.

2We use the signed version of tableaux, i.e., the node labels in a tableau are first–order formulas prefixed
with either T (true) or F (false). The equality predicate symbol is denoted by ≈, such that no confusion
with the meta–level equality predicate = can arise.



Definition 1 (Rigid E–Unifier, Complete Set of Rigid E–Unifiers) Let E be a fi-
nite set of equalities and let s and t be terms. A substitution σ is called a rigid E–unifier
of s and t iff

Eσ |= sσ ≈ tσ

where the variables in Eσ, tσ and sσ are treated as constants (held “rigid”), i.e., Eσ |=
sσ ≈ tσ is treated as a ground problem.

A set C(E, s ≈ t) of rigid E–unifiers of s and t is called complete iff for each rigid
E–unifier τ of s and t there is a unifier σ ∈ C(E, s ≈ t) that is more general3 than τ .

In general, there is no finite complete set of rigid E-unifiers; it is, however, always
possible to enumerate one.

Example 2 The following table shows some examples for rigid E–unification problems:

E s t Rigid E–unifiers of s and t

{f(x) ≈ x} f(a) a {x/a}

{f(a) ≈ a} f(x) a {x/a}, {x/f(a)}, {x/f(f(a))}, . . .

{f(x) ≈ x} g(f(a), f(b)) g(a, b) none4

Each rigid E–unifier is as well a non–rigid E–unifier, but, as the last of the above examples
shows, the contrary does not hold true.

With complete sets of rigid E–unifiers for each inequality (s 6≈ t) in DisB at hand
one can easily construct all closing substitutions of the branch B by searching for sub-
stitutions τ that are a specialization of some σi ∈ C(EB , si ≈ ti) (i = 1, . . . , n), where
(s1 6≈ t1 ∨ . . . ∨ sn 6≈ tn) is one of the disjunctions in DisB. These substitutions τ allow to
simultaneously prove all the inequalities in one of the disjunctions to be false.5

The method described in [3] for computing complete sets of E–unifiers is based on
iteratively constructing sets 〈t〉

B
, whose elements t′σ are terms labeled with a most general

substitution that allows to derive them from t using equalities in EB , i.e., if t′σ ∈ 〈t〉
B

and
τ is a specialization of σ, then Eτ |= (t ≈ t′)τ . With that

C(EB , s ≈ t) = {σ : there are s′σ1
∈ 〈s〉

B
, t′σ2

∈ 〈t〉
B

such that s′, t′ are unifiable with
MGU σ3, and σ is a most general specialization of σ1, σ2, σ3 }

is a complete set of rigid E–unifiers of s and t.
Even if this method for handling equality within a first–order analytic tableaux fra-

mework outperforms all previous approaches considerably, it cannot compete with com-
pletion–based equality provers or resolution systems using paramodulation. The main
problem is that for computing the sets 〈t〉

B
equalities are applied unrestricted in both

directions. Therefore, 〈t〉
B

may contain many redundant terms.
In addition, this and all other procedures that allow equalities to be applied unre-

stricted in both directions have another major drawback: They cannot be used to decide
the rigid E–unification problem, i.e., to decide whether a rigid E–unifier of two terms s
and t exists, although this problem is, in fact, decidable [6].6 Therefore, the search might
continue infinitely even if no rigid E–unifier exists.

3σ is more general than τ iff τ = σµ for some substitution µ.
4There is, however, a non–rigid E–unifier of s and t (the empty substitution).
5If τ is a specialization of a rigid E–unifier σ, then τ is a rigid E–unifier as well.
6The problem has been shown to be NP–complete.



2 A Completion–Based Method

All disadvantages mentioned above can be avoided by using a completion based procedure
for computing complete sets of rigid E–unifiers. The algorithm we use is an extension
of the algorithm that Gallier et. al. use in [6] to prove the decidability of the rigid E–
unification problem. It is based on the unfailing completion procedure [1, 9]. The basic
idea — and the main difference to the classical unfailing completion procedure — is that
during the completion process variables are never renamed, even if equalities that have
variables in common are applied to each other. In addition, constraints 〈σ,O〉 consisting
of a substitution σ and a set O of order conditions7 are attached to the reduction rules:
l → r ≪ 〈σ,O〉 means that lτ → rτ is valid in Eτ whenever τ is a specialization of σ and
Oτ is true. If, for example, the commutativity axiom f(x, y) ≈ f(y, x) is valid in E{z/a},
this is represented by f(x, y) → f(y, x) ≪ 〈{z/a}, {x ≻ y}〉. Using these constraints, every
equality is orientable.

The completion algorithm has to be provided with a reduction ordering ≻ that is
complete on the ground terms.8 The algorithm computes a set MC(E, s ≈ t) of mini-
mal rigid E–unifiers. These unifiers are minimal with respect to a (partial) ordering on
the substitutions that is induced by ≻ (therefore MC(E, s ≈ t) depends on the chosen
ordering ≻).

Gallier et. al. proved that MC(E, s ≈ t) is always finite (thus its computation always
terminates); and that MC(E, s ≈ t) is complete in the following way:

Theorem 3 If σ is any rigid E–unifier of s and t, then there is a specialization µ̄ of a
minimal rigid E–unifier µ ∈ MC(E, s ≈ t), such that σ ; µ̄, where the relation ; on
unifiers is defined by

σ ; µ̄ iff for all variables x in E,s,t: Eσ |= σ(x) ≈ µ̄(x)

In other words, σ ; µ̄ means that µ̄ can be generated from σ using the equations in Eσ.
Unfortunately, ; is not symmetric, as the following example illustrates:

Example 4 Supposed E = {x ≈ a}, then {x/b} ; {x/a}, since {x ≈ a}{x/b} |= b ≈ a,
but {x/a} 6; {x/b}.

It is, therefore, not possible to generate a complete set C(E, s ≈ t) of rigid E–unifiers just
by applying to minimal unifiers µ ∈ MC(E, s ≈ t) equalities from Eµ.

Using the set MC(E, s ≈ t), it is, however, possible to efficiently test whether a given
substitution σ is a rigid E–unifier: σ is a rigid E–unifier of s and t iff there is a µ̄ in the
(finite) set {µ̄ : σ ; µ̄, µ̄ minimal} of minimal unifiers that can be generated from σ
such that there is a µ ∈ MC(E, s ≈ t) more general than µ̄.

Based on this test a complete set C(E, s ≈ t) of rigid E–unifiers can be computed in
the following way: First, a complete set P ⊃ C(E, s ≈ t) of possible rigid E–unifiers is ge-
nerated by applying the equalities in E in a non–rigid way to the unifiers in MC(E, s ≈ t).
All the substitutions in P are, then, tested; those that are rigid E–unifiers are used to
build C(E, s ≈ t).

In practice, and in particular in the semantic tableau framework, it is usually not
necessary to generate P, but it suffices to try substitutions that are not taken from P but
that are obtained otherwise, e.g., substitutions that are known to close one or more of the
other branches of the tableau.

7An order condition is of the form s ≻ t, where s and t are terms.
8
≻ is a reduction ordering iff it is well–founded, s ≻ t implies u[s] ≻ u[t], and s ≻ t implies sσ ≻ tσ. A

reduction ordering that is complete on the ground terms exists for all signatures.



3 Conclusion

To our best knowledge, the method presented here is the first that brings together the
advantages of free variable semantic tableaux and those of a completion–based handling of
equality. It can easily be combined with recent tableau proving techniques, such as lemma
generation or the liberalized δ–rule [7].

A problem that remains to be solved is the combination of rigid and non–rigid E–
unification: Given two sets E∀ and E∃ of equalities and terms s and t, compute (in a
complete way) substitutions σ such that

(E∀ ∪ E∃σ) |= sσ ≈ tσ.

A completion–based algorithm solving this problem will allow to efficiently handle equality
in tableaux with universal formulas [3].
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