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Abstract

We analysethe problemof constructinga deterministic
proof procedure for freevariableclausaltableauxthatper-
forms depth-first proof search without backtracking; and
we presenta solution basedon a fairnessstrategy. That
strategyusesweightorderingsanda notionof tableausub-
sumptionto avoid proof cyclesand it employsreconstruc-
tion stepsto handlethedestructivenessof freevariablecal-
culi.

1 Intr oduction

In this paper, we analysethe problemof constructinga
deterministicproof procedurefor freevariabletableaucal-
culi thatperformsdepth-firstproof searchandis complete
withoutbacktracking.As anexample,wepresentasolution
for first-orderclausaltableauxthat is basedon a fairness
strategy. That strategy usesweightorderingsanda notion
of tableausubsumptionto avoid proofcyclesandit employs
reconstructionstepsto handlethedestructivenessof clausal
tableaux.

First-orderclausaltableauxareproof-confluent, i.e., ev-
ery tableaufor anunsatisfiableclausesetcanbecompleted
to a proof. They are, however, a destructivecalculusbe-
causeall occurrencesof a (free)variablein a tableauhave
to be instantiatedby thesametermand,thus,a rule appli-
cationcanmakeanotherrule applicationimpossible.

Theproofsearchspacecanbevisualisedasasearchtree
whereeachpossiblechoiceof the next rule applicationto
a tableaux

�
createsa nodewith asmany successornodes

as
�

hasdifferentsuccessortableaux(Fig. 1). Sinceweuse
aproof-confluentcalculus,all pathareeitherinfinite or end
in anodethatis labelledwith a proof, i.e.,aclosedtableau.

Therearetwo main conceptsfor proof search:breadth
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Figure 1. A proof search tree .

first anddepth-first search.Depth-firstsearchrequiresthat
eithertherearenopathsin thesearchtreethatdonotcontain
proofsor it is possibleto avoid suchpathsusing fairness
strategiesfor theconstructionof tableaux.

As fairnessstrategies that allow depth-firstsearchare
difficult to constructfor first-orderclausaltableaux,most
automateddeductionsystemsusebreadth-firstsearch.It al-
lows to find shorterproofs thandepth-firstsearchbecause
all pathsof the searchtree areconsideredwhereas,using
depth-firstsearch,pathsin thesearchtreethatcontainshort
proofs may be missed;fairnessstrategies only guarantee
thatsomeproof is foundbut it maynot betheshortestone.
However, the lengthof foundproofsis not of greatimpor-
tancein automateddeduction(the only advantageof short
proofs is that their constructionrequireslessrule applica-
tions andare thuseasierto find); andbreadth-firstsearch
is “expensive” as comparedto depth-firstsearchbecause
neighbouringpathsin the searchtree containmany simi-
lar or evenidenticaltableauxthatusingbreadth-firstsearch
all haveto beconsidered.

For all (practical)completionmodes,i.e., (monotonic)
functions� from � to setsof tableauxsuchthat �����	�
����
��
includesall constructibletableaux,the size � ����
���� of the
searchtreegrows exponentiallyin 
 . Even for small 
 , it
is usuallynot possibleto storeall tableauxin ����
�� in the
memoryof a machine. Therefore,most implementations
usedepth-first iterativedeepening(DFID). Theinitial, par-
tial searchspaceconsistingof all the tableauxin ����
����������������� � for some
"!#� is searchedfor proofsin adepth-
first mannerusingbacktracking,and if it turnsout not to
containa proof, then 
 is increased(for example,theproof
proceduredescribedin [4] is of this type). Then,however,
the tableauxin ����
�� arenot availablefor theconstruction
of the tableauxin ����
%$'&(� ; they have to be constructed
againfrom scratch,which, however, merely causespoly-
nomial overheadas comparedto a breadth-firstsearchat
the“right” level 
 because����
�$)&(� is exponentiallylarger
than ����
�� . AlthoughDFID searchleadsto acceptableper-
formanceof tableau-basedautomatedtheoremprovers, it
shouldbestressedthat it is only a compromiseusedwhen
no completenesspreservingfairnessstrategy for depth-first
searchis available.

The advantageof depth-firstproof searchis that the in-
formationrepresentedby theconstructedtableauxincreases
at eachproof step;no informationis lost sincethereis no
backtracking.In addition,consideringsimilar tableauxor
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sequencesof tableauxin differentpathsof thesearchtreeis
avoided.*

Figure 2 shows how the differentsearchstrategies tra-
versethesearchspace.Thecolouredparthasto besearched
beforea proof is found. Theform of thesearchspacevisu-
alisesits exponentialgrowth.

In the caseof non-destructiveand proof-confluentta-
bleaucalculi—suchasthegroundversionof first-orderta-
bleauxthatdoesnot usefreevariables—itis relatively easy
to usedepth-firstproof search;it sufficesto systematically
addall possibleconclusionsuntil all branchesof the con-
structedtableauareeitherfully expandedor closed.Thesit-
uationis muchmorecomplicatedin freevariableclausalta-
bleaucalculi,which aredestructive(evenif they areproof-
confluent).Applying a substitutionmaydestroy literalson
a tableauthatareneededfor theproof, suchthat they have
to bededucedagain.

Up to now therewasnopracticalsolutionto theproblem
of constructingadeterministicproofprocedurefor freevari-
ableclausestableauxthat performsdepth-firstsearchand
is complete,i.e., that never fails to find a proof if thereis
one.Suchprocedureswereonly known for thespecialcase
wheretableauxareexpandedwithout instantiatingvariables
andonly asinglesubstitutionis finally appliedthatisknown
to allow to closeall branchessimultaneously. Solving a
similar problem,Baumgartneret al. [1] recentlydescribed
adepth-firstproof procedurefor a connectioncalculus.

We proposein this papera deterministicsearchstrategy
thatis basedupon:

+ A tableausubsumptionrelation to detect“cycles” in
the search(i.e., to make sure that it is not possible
to deducethe sameliterals or sub-tableauxagainand
again).

+ Weightorderingsthatassigneachliteral a “weight” in
sucha way that thereareonly finitely many different
literals (up to variablerenaming)of a certainweight;
thus, if literals with lesserweight are deducedfirst,
thensooneror latereachpossibleconclusionis added
to all branchescontainingits premiss.

+ Reconstructionstepsto handlethe destructivenessof
freevariableclausaltableaux.Immediatelyafterarule
applicationthatdestroysliterals,theconstructionsteps
thatareneededto recreatethedestroyedsub-tableaux
areexecuted.

The main difficulty is to definea tableausubsumption
relationthaton theonehandis restrictive enoughto avoid
cyclesin theproofconstructionandontheotherhandis not
too restrictivesuchthatcompletenessis preserved.

Our fairnessstrategy considersthe whole tableautree
(and not only a single branch)both for the subsumption
checkandfor choosinga conclusionof minimal weight; a
procedurebasedon this strategy mayextendany branchof
a tableauat any time. Notethat this doesnot imply a large
memoryconsumption;at leastit is not worsethanthat of
proof strategieswherea “current” branchis extendeduntil
it is closedbeforeotherbranchesareconsideredandwhere
DFID-basedbreadth-firstsearchis usedto ensurecomplete-

ness,asin thatcaseall closedbrancheshaveto bestoredfor
backtracking.

As said above, no practical deterministicproof proce-
duresfor free variableclausaltableauxwereknown up to
now. Thereis trivially a (non-practical)deterministicproof
procedurefor all proof-confluentcalculi, namelya proce-
dureperforminga breadth-first searchin the background.
“Practical”meansthatthecomputationalcomplexity of de-
ciding what thenext rule applicationshouldbe in eachsit-
uationhasto bereasonablylow. In addition,thenumberof
constructionstepsthatarenecessaryto find a proof hasto
be reasonablysmall ascomparedto the numberof neces-
sarystepswhena breadth-firstsearchstrategy is used.

If the fairnessstrategy we presentin the following sec-
tionsis used,thenthecomplexity of decidingwhatthenext
expansionstepshouldbe is in the worst casequadraticin
thesizeof thetableauto beexpandedandits possiblesuc-
cessortableaux.In theaveragecasethecomplexity is much
lowerasonly thosepartsof a tableauhave to beconsidered
that areaffectedby oneof the possibletableaurule appli-
cations.Thesizeof theproofsthatarefound(andthusthe
numberof constructionsteps)is at mostthatof the proofs
constructedusingDFID in theworstcase(i.e., if coinciden-
tally all pathsin the searchtreenot containinga proof are
consideredfirst).

Thestructureof thepaperis asfollows: In Section2, we
describethecalculusof clausaltableaux.After introducing
our notionof tableausubsumptionin Section3 andthatof
weightorderingsin Section4, our methodfor constructing
deterministicproof proceduresfor free variableclausalta-
bleauxis presentedin Section5.

Dueto spacerestrictions,all proofsareomitted;they can
befoundin [2].

2 First-order ClausalTableaux

Thenotionsof freeandboundvariable, term, atom, lit-
eral, andsubstitutionaredefinedasusual. We use ,.-0/1-02
etc. to denotequantifiedvariablesand 34-657-98 etc. to de-
note free variables. The logical constants: (true) and ;
(false)are consideredto be literals (but not atoms). The
complementof a literal < is denotedwith < . A variable
renamingis a substitutionthatreplacesall variablesby dis-
tinct variablesthatare“new” w.r.t. thecontext.

A clause= is a first-orderformulaof theform

�?>1,1@A�1BAB�B��?>1,DCE�A��<F@%GHB�BAB�G#<"IA�
wherethe < � are literals and ,J@	-�KAK�KA-L,�C are all variables
occurringin <F@	-AKAK�K�K <7I . A new instanceof = is a formula��<M@NGHB�BAB�G#<"IA��O where O is avariablerenaming.

Weusetheweakconnectednessconditionwhereaclause
usedfor expansionmusthave a link into the branchbeing
expanded(the strongconnectednesscondition, wherethe
clausemustbe linkedto the leaf of thebranch,is not used
asit destroysproof confluence).

A clausaltableaufor a set P of clausesis built by a se-
quenceof applicationsof the following constructionrules.
Eachrule hasa premiss(a setof literals)anda conclusion
(consistingof a setof literalsandasubstitution).
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Breadth-firstsearch
Depth-firstsearchwith
iterativedeepening

Depth-firstsearchwith
fairnessstrategy

Figure 2. Comparison of proof search strategies.

Initialisation: If < @ GQKAK�K�G#< I is anew instanceof aclau-
se in P , then the tree is a tableaufor P that consists
of theroot node : and R sub-brancheswith thesingle
nodes< @ -�KAKAK�-0< I . (In this case,thepremissis empty
andtheconclusionis SUT(<M@V-�KAKAKA-0<7I	WX-AY�Z\[ .)

Expansion: If
�

is a tableaufor P , ] is a branchof
�

,< is a literal on ] , <F@%G4B�BAB(G^<7I is a new instance
of a clausein P , and <
- < � are unifiable (for some&`_��a_bR ), thena tableau

�
c
is a tableaufor P if ob-

tainedby extending ] with R nodes<M@V-�KAKAKA-0<7I . (In
this case,the premissis TV<dW and the conclusionisSUTV<F@(-�KAKAK�-0<"IVWX-�Y�ZE[ ,)

Closure: If
�

is a tableaufor P , ] is a branchof
�

, <e-0< c
areliteralson ] , and <e- < c areunifiablewith MGU O ,
then

�
c
is a tableaufor P if obtainedby appending;

to ] andapplying O to eachnodeof
�

. (In this case,
thepremissis T(<
-0< c W andtheconclusionis SUT	;fWg-0Oh[ .)

Note,thatabranchis closedby addingthespecialliteral ; ;
therefore,branchclosurecanbeconsideredto bea special
kind of branchexpansion.

A tableau
�

is closedif all its branchesareclosed,i.e.,
contain ; . A tableauproof for (the unsatisfiabilityof) a
clauseset P is a tableaufor P thatis closed.

Clausaltableauxas definedabove are a completeand
proof-confluentcalculus.

Weuseaslightly non-standarddefinitionof thenotionof
successortableau:A tableau

�
c
is a successortableauof a

tableau
�

if it is constructedfrom
�

by oneor more “iden-
tical” rule applications,i.e., thereare(1) differentbranches] @ -AKAK�K�-0] C ( iHjk& ) of

�
, (2) premissesl � on the ] � that

areidenticalup to variablerenaming,(3) a (single)conclu-
sion Sm=n-6Oh[ suchthat l � O4�ol � O ( &`_b
p-q�r_si ), and

�
c
is

constructedfrom
�

by extendingeachof the branches] �
with theliteralsin = andapplyingthesubstitutionO to

�
.

3 TableauSubsumptionRelation

Assumethat a sequence
� @	-AK�KAKA- � C of tableauxhasal-

readybeenconstructed.A rule applicationto
� C is forbid-

denif thesuccessortableau
� C�tu@ is subsumedby oneof the

predecessortableaux
� � —in particular, if

� C�tu@ is subsumed
by

� C . In thatcase,thesequence
� � -�KAKAKA- � C�tu@ constitutes

a cycle in the proof searchbecause
� C�tu@ doesnot contain

any informationthatis not alreadyin
� � .

We definea tableau
� � to subsumea tableau

� C�tv@ if f
eachbranchof

� � subsumesoneof the branchesof
� C�tu@ .

Intuitively, the tableau
� Cwtu@ is in that caseredundantbe-

cause,if closedsub-tableauxcanbe constructedbelow all
branchesof

� C�tu@ , it is possibleto constructclosedsub-
tableauxbelow all branchesof

� � aseachof themsubsumes
abranchof

� Cwtu@ .
Whendoesa tableaubranch subsumeanotherbranch?

A first approximateanswerto thatquestionis: A branch]
subsumesabranch] c

if ] containsavariantof eachliteral
occurringon ] c

. That, however, is an over-simplification;
threeadditionalaspectshave to betakeninto concern.

First additional aspect. For a branch ] to subsumea
branch] c

, it is in generalnotsufficient if thebranch] con-
tainsonevariantof eachliteral < occurringin ] c

, namelyin
case] c

containstwo variantsof < thatareall bothneeded
to closethebranch.However, sincethepremissfor asingle
rule applicationcontainsat mosttwo literals,it is sufficient
if ] containsa variantof eachsetof (at most) two liter-
alsoccurringon ] c

. This impliesthatat mosttwo variants
of eachliteral on ] c

areneededon ] (wherehowever, as
describedbelow, literals may have to be consideredto be
effectively differentalthoughthey arevariantsof eachother
on first sight).

Example1. If the literals x�yv��3Q� , yu�{zN��3Q�0� , x�yv��3 c � , andyu�{zN��3 c �L� occuron ] c
whereasthebranch] only contains

3



x�yu��3�� and yu�{zN��3Q�0� (and ] and ] c
areotherwiseidenti-

cal), then
| ] containsa variantof eachliteral on ] c

. Never-
theless,thetransitionfrom ] to ] c

is definitelynot a cycle
in proofsearchbecause—contraryto ] —thebranch] c

can
beclosed.

Secondadditional aspect. The secondimportantaspect
is thatnot only the literalson ] and ] c

have to beconsid-
eredbut alsoassociatedliteralson otherbranchesthathave
freevariablesin commonwith ] and ] c

.

Definition 1. Literals < and < c areassociatedif thereis a
variableoccurringin both < and < c . The setof all literals
in a tableau

�
that areassociatedwith a literal < , exclud-

ing < itself, is denotedwith }`~6~A�(�w� � -0<F� . Accordingly, if�
is a setof literals, then }n~p~A���w� � - � � is the variableset� ��� �w��}n~p~A���X� � -0<"�0�7� � .

Associatedliterals play a role becausethe orderingof
tableaurule applicationsusedby a deterministicproof pro-
cedureasdescribedin Section5 hasto take all literals into
accountthat aregeneratedby an application. So, if <
��3Q�
is a premissfor a certaintableaurule applicationthat leads
to the instantiationof 3 with a term � and thereis a lit-
eral < c ��3Q� on thetableau,thenthatapplicationwill gener-
atethe new literal < c ���L� ; andthe form of < c ���L� —andthus
theform of theassociatedliteral < c ��3Q� —affectsthechoice
of theapplication.

Third additional aspect. As saidabove,a tableau
�

sub-
sumesa tableau

� c
if for eachbranch ] in

�
thereis a

branch] c
in
�
c

suchthat ] subsumes] c
. Thatincludesthe

possibility that two differentbranches] @ and ]n� of
�

are
assignedthesamebranch] c

. In thatcasethereis for each
set

�Fc
(of at mosttwo literalson ] c

) a literal set
� @ on ] @

anda literal set
� � on ]n� thatarevariantsof

�Fc
. Thebasic

ideabehindthe definition of our subsumptionrelationim-
pliesthateverypossiblerule applicationon branch] c

with
thepremiss

� c
canaswell beapplied—simultaneously—on

thebranchessubsuming] c
with thepremisses

� @ resp.
� � .

That, however, requiresthe two variable renamingscon-
structing

�Fc
from

� @ resp.
� � to becompatible.Thesame

holdsif ] c
is assignedto morethantwo branchein

�
.

Formal definition of the subsumptionrelation. Wenow
formally defineour tableausubsumptionrelation.It is tran-
sitiveundreflexive.

Definition 2. Let
�

and
�
c

be tableauxthat do not have
any variablesin common.The tableau

�
subsumesthe ta-

bleau
�
c

if

i. eachbranch] of
�

canbeassignedabranch] c
of

�
c
ii. andthen—foreachpair ]a-6] c

respectively—eachset�Fc
of at mosttwo literalson ] c

canbeassigneda set�
of literals ] andavariablerenaming�

suchthat:

1. Thefollowing holdsfor eachof the
�

,
�Fc

and � :

(a)
� ��� �Fc

;

(b) for eachof the literals < in }`~p~��(��� � - � � there
is (at least)oneliteral < c in }`~6~A�(��� �
c - �Fc � such
that <%� and < c areidenticalup the renamingof
variablesnot occurringin

� � resp.
�Fc

.

2. If a branch ] c
of

�
c
is assignedto differentbranches]�@V-AK�KAK�-0]`� of

�
( �`jo� ), then, for all

�Fc
on ] c

, the
variablerenamings�J@	-�KAKAK�-L�1� assignedto

�Fc
in con-

nectionwith ]`@�-AK�KAK�-6]n� arecompatiblein thefollow-
ing way: thereis a substitution� suchthat therestric-
tionof � to thevariablesoccurringin

�H� }n~p~A�(�w� � - � �
is identicalto � � ( &`_s
%_o� ).

Now, let
�

and
�
c

betableauxthathavevariablesin com-
mon;andlet � bea variablerenamingsuchthat

�
und

�
c �
donothaveany variablesin common.Then,

�
subsumes

�
c
if f

�
subsumes

�
c � .

If atableau
�

subsumesatableau
��c

, theneachbranch]
of

�
is assigneda branch ] c

of
��c

. In that case,we say
that ] subsumes] c

.
Completenessof clausaltableauxis preserved if the ta-

bleausubsumptionrelationis usedfor restrictingthesearch
space:Givenapartialproof

�1� -AK�KAKA- � � it is forbiddento de-
rive a successortableau

� � tu@ from
� � that is subsumedby

any of the tableau
�1� -�KAK�K�- � � . On the otherhand,this re-

striction is strongenoughto ensurethatevery sequenceof
tableauxbuilt accordingly, i.e., every tableausequencenot
containingatableauthatissubsumedbyoneof its predeces-
sors,hasthefollowing property:If thesequenceis infinite,
thenit containsinfinitely many differentliteralsor, equiva-
lently, if thesequenceonly containsfinitely many different
literals(up to therenamingof variables)thenit is finite.

To checkwhethera tableau
�

subsumesoneof its suc-
cessortableaux

�
c
and, thus,whetherthe rule application

deriving
�
c

from
�

is allowed, it is sufficient to only con-
sider thosepartsof the tableauxthat areaffected,i.e., the
expandedbranchandtheformulaeon thetableauxthatare
associatedwith it. The checkdoesnot involve unifiability
testsbecausefree variablesmay only be renamedbut not
instantiatedwith terms.

Example2. Let
� ��T6yu��3Q�pW and

�Fc ��T6yu��3 c �9W ; moreover
let }`~p~��(��� � - � � consistof ����34-65 @ � and ����3H-05��(� . Then,
Condition 1 (a) in Definition 2 is, for example, satisfied
if }n~p~A�(�w� �
c - �Fc �%��T(����3 c -65 c �pW . But it is neithersatisfied
if }n~p~A�(�w� �
c - �Fc �%��� nor if }n~p~A�(�w� �
c - �Fc �%��T(���m5 c -L3 c �pW
(becauseto make ����3 c -05J@�� and ���m5 c -L3 c � identicalwould
requireto renamethevariable3 c

thatoccursin
�Fc

.

Example3. The tableau
� @ in Figure3 subsumeseachof

thetableau
��c@ , �
c� , �
c� . Thetableau

� � subsumesonly
��c@ .

Example4. Neither of the two tableauxin Figure 4 sub-
sumesthe otherone. The tableau

� @ on the left doesnot
subsumethe tableau

� � on the right becausethe (single)
branchof

� � containsanadditionalliteral; and,althougha
variantof eachliteral seton

� @ occurson
� � , thetableau

� �
doesnot subsume

� @ sincefor R���3 c �F!�}`~6~A�(�w� � � -0����3 c �L�
thereis no correspondingelementin }n~p~A���w� � @V-6����3Q�0� and,
thus,Condition1 (a) in Definition 2 is not satisfied.
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:
yu��3a@A�
yu��3 � �

:
yu��3a@A�

:
yu�m51@��

:
yu�m51@A�
yu�m5 � �

:
yu��5J@��
yu��5 � �
yu��5 � ��J� �D� �7�� �7�� �"��

Figure 3. The tableaux from Example 3.

:
y

����3��

:
y

����3 c �
R ��3 c �

Figure 4. The tableaux from Example 4.

:
x�yu�m���
xN���m A�

yv��3Q� ���m5��

:
x�yv�����
xN���{ ��

yu��3 c � ����3 c �
Figure 5. The tableaux from Example 5.

Example5. Thetableau
� @ in Figure5 ontheleft subsumes

the tableau
� � on the right. But

� � doesnot subsume
� @

becausethe literals yv��3 c � and ����3 c � in
� � areassociated,

whereasthecorrespondingliteralsin
� @ arenot associated.

Indeed,a transitionfrom
� � to

� @ doesnot constitutea
cycle in proof searchbecausethe tableau

� @ canbeclosed
whereas

� � cannotbeclosed.

Example6. Thetableau
�

in Figure6 ontheupperleft does
notsubsumethetableau

��c
ontheright. Thatwouldonly be

possibleif the branches] @ -0]n� of
�

would both subsume
the singlebranchof

��c
. Both ] @ and ]n� containa vari-

ant yu��3H-05f� resp. yv��5"-L3Q� of the (single) literal yu�q¡M-p¢��
on the branchof

�
c
. But the requiredvariablerenamingsT�3¤£¥¦¡M-E5§£¥¨¢©W and T�3ª£¥¨¢7-\5§£¥«¡�W are not com-

patible,which violatesCondition1 (a) in the definition of
thesubsumptionrelation(Def. 2).

This problemdoesnot occurwith the tableaushown in
Figure 6 on the lower left. It subsumes

�
c
becausethe

two requiredvariablerenamingsT�3¬@d£¥«¡M-E5J@e£¥¨¢rW andT�3 � £¥«¡M-\5 � £¥¨¢rW arecompatible.

Example7. Considerthe tableau
� @ shown on the left in

Figure7. The rule applicationthat derivesthe conclusionSUT	;fWg-AY�Z�[ from the premiss TVx�yu-�y.W can be usedto close
bothof its branches.Closingthetableaurequirestwo con-
secutive applications. However, the intermediatetableau
that resultsfrom closing the left branch(in the middle of
Figure7) is subsumedby

� @ becauseboth branchesof
� @

subsumethe right (not yet expanded)branchof
� � . Thus,

this first rule applicationis not allowed. The tableau
� � ,

however, thatresultsfrom closingbothbranches(shown in
theright in Figure7) is neithersubsumedby

� � nor by
� @ .

:
yu��34-05�� yu�m57-03Q�

:
yv��3¬@V-651@A� yu��3 � -05 � �

:
yu�q¡M-6¢f�

Figure 6. Tableaux from Example 6.

:
x�y

y y

:
x�y

y
;

y

:
x�y

y
;

y
;

doesnot subsume

subsumes doesnot

subsume

Figure 7. Tableau from Example 7.

Indeed,sinceboth rule applicationsusethe samepremiss
andconclusion,

� � is by definitionasuccessortableauof
� @

(withoutconsideringtheintermediatestep),andderiving
� �

from
� @ is anallowedrule application.

Example8. An importanttypeof tableauconstructionsteps
thatgenerateatableau

�
c
subsumedby it predecessor

�
and

thatare,therefore,forbidden,is thefollowing: Assumethat
a branch ] @ of

�
is extendedusing a conclusion Sm=n-6Oh[ ,

anda branch ] c� O in the resultingtableau
�
c

is subsumed
by all branches] of

�
affectedby theruleapplication,i.e.,

the branch ] @ (which is extended)andall otherbranches
containingvariablesthat are instantiatedby O . This is in
particularthe caseif ] c� O is “contained” in an initial sub-
branch­ � of

�
thatendsabove thefirst occurrenceof any

freevariablein thedomainof O .
As an exampleconsiderthe tableau

�
shown in Fig-

ure 8 on the left, andassumethat its branch ]`@ is closed
using the premissconsistingof the two literals yu�m� � andyu��3Q� to derive theconclusionSUT�;fWX-AT�3¤£¥¨�\W	[ . Theright
branch] c� O of the resultingtableau

��c
(shown in Figure8

on theright) whosenodesarelabelledwith theliterals yv�����
and twice ������� is “contained” in the sub-branch­ � of

�
whosenodesarelabelledwith yu�m� � and ���m��� ; and ­ � ends
abovethefirst occurrenceof 3 in

�
which is theonly vari-

ableinstantiatedby O . Intuitively, theapplicationis useless
becauseany closedsub-tableauthatcanbeconstructedbe-
low ] c� O canbeconstructedaswell below both ]�@ and ] � .

A forbiddenrule applicationasdescribedaboveis irreg-
ular accordingto thedefinitionof regularity that is usually
given in the literature(e.g.[3]) sincethe branch] c� O con-
tainsthesamebranchextensionmultiply.

4 Weight Orderings

Weightorderingsarethesecondimportantconcept(be-
sidestheconceptof tableausubsumption)onwhichourfair-
nessstrategy is based.Thepropertiesanorderingonliterals
for ensuringfairnessmusthaveare:(1) It is awell-ordering

5



:
x�yu�����

yv�����
;

���m���
yu��3��® � ����3Q�® �

¯F° :
x�yu�����

yv�����
;

���m� �
yu�����
;

�������® ��6±

¯F°

Figure 8. Tableaux from Example 8.

on thesetof literals(up to renamingof freevariables),i.e.,
it is well-foundedandthereareonly finitely many literals
thatareincomparableto agivenliteral. (2) Properinstances
of a literal < have a higherweight than < . (3) Literals that
areidenticalup to variablerenaminghavethesameweight.
Intuitively, thesearetypicalpropertiesof orderingson liter-
als thataredefinedby assigninga “weight” to thesymbols
of asignature(whichis whywecall themweightorderings).

A weightorderingis extendedto setsof literalsby com-
paringthemaximalweightof theliteralsthey contain.This
extensionis a well-orderingaswell, providedthe setsthat
arecomparedareonly allowedto containa certainnumber
of variantsof eachliteral.

5 Deterministic Proof Proceduresfor Clausal
Tableaux

In thissection,wedefinea(classof) completedetermin-
istic proofprocedure(s)for clausaltableaux;thisproofpro-
cedurecanbeusedto performdepth-firstsearchfor proofs
without backtracking. It is constructedusing the notions
of subsumptionandweight orderingsasdescribedin Sec-
tions3 and4.

To ensurethat a deterministicproof procedureis com-
plete,i.e., a proof is found if thereis one,we demandthat
theconstructedsequenceof tableauxsatisfiesthefollowing
two conditions: (1) The creationof a tableauthat is sub-
sumedby oneof its predecessorsis forbidden.(2) At each
step,from all possiblerule applicationsnot violating Con-
dition (1), anapplicationis chosenthatcreatesa successor
tableauin whichthemaximalweightof literalsisassmallas
possible(i.e.,successortableauxarecomparedaccordingto
themaximalweightof the literals they contain). If several
rule applicationssatisfy theseconditions,arbitraryheuris-
tics may be employed to chooseone of them; for exam-
ple, rule applicationscreatinglessnew sub-branchesmay
bepreferred.

Note that conclusionsarenot necessarilyaddedto a ta-
bleaubranchin theorderdefinedby themaximalweightof
their literalsbecausealiteral < canonly beaddedif thenec-
essarypremissl is presentonthebranch;andtheweightof
the literals in l maybehigherthanthatof < . Also, when
a conclusionis added,is controlledby its literal with the
highestweight suchthat literals with a lower weight that
canonly beaddedaspartof a conclusioncontainingother
literalsof higherweightareaddedto thetableaulater.

To comply with the condition that all rule applications
addingliteralsof lessweighthaveto beexecutedbeforelit-

�1�
K�KAK

� � K�KAK
� C � C�tu@

Proof

Proof

forbidden

subsumedby

� �
K�KAK

� � K�KAK
� C � C�tu@

Proof

Proof Proof

forbidden

subsumedby

subs.by

Figure 9. Proof search with a destructive col-
culus (top) and a non-destructive calculus
(bottom).

eralsof higherweightareaddedto atableau,it maybenec-
essaryto expandbranchesthatarealreadyclosed. That is
notalwaysredundant,becauseclosedbranchesstill contain
usefulinformationandcaninfluenceotherbranchesby the
substitutionsthat areappliedwhenthey areexpanded(the
first substitutionthatis appliedto closeabranchis not nec-
essarilythe “right one” thatallows to completetheproof).
If a closedbranchhasno free variablesin commonwith
otherbranches,it needsnot befurtherexpanded.

Unfortunately, the restrictionof the searchspaceasde-
scribedabove is difficult to implement;it requiresto com-
pareatableau

� Cwtu@ with all its predecessors
� @	-AKAK�K�- � C and

not only with thetableau
� C from which it is derived.Such

a subsumptioncheckis prohibitively expensive w.r.t. both
spaceand time. Moreover, if a subsumptionis encoun-
tered, i.e., if

� C�tu@ is subsumedby one of the predeces-
sor tableaux

� � , then other successortableauxof
� � (be-

sides
� � tu@ ) have to beconsidered,which in a certainsense

amountsto backtracking. The reasonfor this is the fol-
lowing: A tableau

� C�tu@ that is subsumedby a tableau
� �

doesnot have to beconsideredfor proof searchbecauseall
theproofsthatmaybeconstructedfrom

� C�tu@ canbecon-
structedfrom

� � . Now, if ���²i , thenwe canjust exclude
the successortableau

� C�tv@ and be sure that if thereis a
proofderivablefrom

� C�tu@ thenit is derivablefrom
� C with-

out considering
� C�tu@ . If, however, �´³�²i , thenthetableau

proof that is known to be derivable from
� C�tu@ and thus

from
� � may not involve

� C but requireto procceedwith
an alternative successortableau

�
c� tv@ differentfrom
� � tu@ .

Thissituationis shown schematicallyin Figure9 (top).
All theseproblemsstemfrom thefactthatatableau

� � is
not necessarilysubsumedby its successortableau

� � tv@ be-
causetheclausaltableaucalculusis destructiveandliterals
occurringin

� � may not occur in
� � tv@ any more. How-

ever, if we make thecalculusweaklynon-destructivein the
sensethata tableauis alwayssubsumedby all its successor
tableaux,thenwehavethesituationshown in Figure9 (bot-
tom). Now, the tableau

� � is subsumedby the tableau
� C

ensuringthateveryproofthatcanbeconstructedfrom
� C�tu@

canaswell beconstructedfrom
� C —withoutderiving

� C�tu@
6



asanintermediateresult.In acertainsense,a(weakly)non-
destructiµ ve calculusis proof-confluentw.r.t. the restricted
searchspace(whereno tableauxsubsumedby a predeces-
sorareallowed).

To make clausaltableauxweakly non-destructive, i.e.,
to make surethat a tableau

� � tu@ alwayssubsumesits pre-
decessortableau

� � , we imposethe following additional
restrictionon the proof construction:Immediatelyafter a
tableauconstructionstepdestroying literals, the construc-
tion stepsthat areneededto recreatethe destroyed literals
must be executed. In the worst case,a new copy of the
sub-tableauthat wasaffectedby the variableinstantiation
is createdandappendedto all sub-branchesthathave been
affected. The result is a tableau

� t� tu@ that subsumesboth� � and
� � tv@ andall thetableauxthatoccurasintermediate

resultsduringthereconstruction.

Example9. Considertheclauseset P consistingof theclau-
ses �?>1,����¶yu��,��hG#����,1�L� , �?>�,1���{xN����,��vG^R���,��0� , and � @ G#�(� .
Figure10(a)showsatableau

� � for P . Theleft branchof
� �

is closedusingtheconclusionS�T	;fWX-AT�3·£¥¸�DWV[ . Theresult
is thetableau

� � tu@ in Figure10(b), in whichall literalscon-
taining the freevariable 3 have beendestroyed. They are
reconstructedby appendingacopy of thesub-tableau­���3Q�
thatconsistsof all literalsin

� � in which 3 occursto all the
branchesin

� � tu@ from whichliteralsaremissing;theresult-
ing tableau

� t� tu@ (shown in Figure10(c)) subsumesboth
� �

and
� � tu@ .

If adeterministicproofprocedureexecutesa reconstruc-
tion stepaftereachtableauruleapplication,thenasequence� t@ - � t� -AK�KAK of tableauxis constructedwhere

� t� tu@ is de-
rived from

� t� by executinga constructionstep(that does
not leadto a tableausubsumedby its predecessor)andthen
reconstructingthedestroyedliterals. To ensurethatsucha
sequencemeetsall conditions,it is sufficientto testwhether
the immediatesuccessortableau

� � tu@ of
� t� is subsumed

by
� t� . The earlier predecessorsdo not have to be con-

sideredasthey areall subsumedby
� t� . Theorem3 below

statescompletenessof suchaproofprocedure;it is themain
theoremof this paper.

Theorem3. If a clauseset P is unsatisfiable, then every
sequence� � t� � ��¹ @ of tableauxfor P that is constructedas
describedbelowcontainsa closedtableau

� tC ( i�!#� ).
Thetableau

� t@ is an initial tableaufor P . And for all
%º�& thefollowing holds:

1.
� � tu@ is a successortableauof

� t� (seeSect.2) such
that (a)

� t� doesnot subsume
� � tu@ and (b) there is

no successortableau
��c� tu@ of

� t� that satisfiesCon-
dition (a) and hasa smallermaximalliterals weight
than

� � tv@ (w.r.t. an arbitrary but fixedweightorder-
ing).

2. Let S{= � -L» � [ betheconclusion(derivedfromsomepre-
misson

� t� ) that is usedto construct
� � tu@ ; and let­ � be the minimal sub-tableauof

� � tu@ that contains
all occurrencesof thevariablesinstantiatedby » � . The
tableau

� t� tv@ is constructedfrom
� � tv@ by (repeatedly)

executingall rule applicationsthat are necessaryto
generate ­ � ; ­ � is appendedto all branchesthat go

:
x�yv�����

yv��3Q� ����3Q�
xN����3Q�
;

R ��3Q�
�	@ � �

(a)

:
x�yv�����

yu�m� �
;

�������
xN���m� �
;

R������
�	@ � �

(b)

:
x�yu�����

yv�����
;

¯�¼¾½��0¿

���m� �
xN�������
;

¯�¼¾½��9¿

R������
�	@

¯n¼¾½ � ¿
� �

¯n¼¾½`À�¿
(c)

where­©��3Q�%�

yu��3�� ����3Q�
xN����3��
;

R���3Q�
� @ �(�

Figure 10. A tableau reconstruction step (Ex-
ample 9).

throughthe sub-tableauof
� � tv@ correspondingto ­ �

(which resultsfromapplying » � to ­ � ).
Example10. As an examplefor the proof constructionas
describedin this section,Figure11 shows a tableauproof
for the clauseset consistingof the clausesx�yu�m��� , x�yu�{ �� ,xN���m �� , �?>1,����¶yu��,��.G#����,��L� . The proof constructionstarts
with addingthe unit literals to the initial tableau;the re-
sult is the tableau

� @ . At this point only onerule applica-
tion is possible,which resultsin thetableau

� � . Thenthere
are several possibilitiesto proceed;the left branchof

� �
can be closedinstantiating 3 @ with either � or   and the
right branchcanbeclosedinstantiating3a@ with   . We as-
sumethat accordingto the weight ordering, yu�����F_eÁ`yv�m ��
and �������F_eÁr���m �� . Consequently, the “bad” instantiationT�3¬@a£¥Â�DW is preferredandthe tableau

� � is constructed,
becausethemaximalweightof its literalsis lessthanthatof
theliteralsin thealternativetableaux.Sincethevariable3¬@
is instantiated,areconstructionstepis required;theresultof
thatstepis thetableau

�1Ã
. Now thereareagainseveralpos-

sibilities. If the weight of literals were the only criterion,
thenthe tableau

��cÄ would have to be derived from
� Ã

, re-
peatingtheuselessinstantiationof a variablewith � . How-
ever, deriving

�
cÄ form
� Ã

is not allowedas
�
cÄ is subsumed

by
� Ã

(it is easyto checkthateachbranchof
� Ã

subsumes
one of the branchesof

�
cÄ ). Therefore,the tableau
� Ä is

derived insteadof
�
cÄ ; and the variable 3 � is instantiated

with   insteadof � . Again,areconstructionstepis required,
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which resultsin the tableau
�JÅ

. From
�1Å

the closedta-
bleau

�1Æ
caneasilybeconstructed.

A proof procedureasdescribedin Theorem3 constructs
a sequence

� t@ - � t� -AK�KAK of tableauxsuchthatno tableauis
subsumedby any of its predecessorsand all tableauxare
subsumedby their successors.Sucha proceduresimulates
(in a certainsense)a depth-firstiterative deepeningsearch
(asdescribedin theintroduction).Theweightof theliterals
that canoccurin the tableauxincreasesstepwise.If some
(unrestricted)tableauproof exists thatdoesnot containlit-
eralsof weightbiggerthan ÇMÈÊÉLË , thenthereis a closedta-
bleau

� tC that is the last in the constructedsequencenot
containingliterals of weight bigger thansome Ç tÈÊÉ0Ë !�� .
It subsumesall tableauxthat canbe constructedfrom lit-
erals < of weight Çf��<F�M_sÇ ÈÊÉ0Ë . The big advantageof
this simulatedDFID over classicalDFID searchbasedon
backtrackingis that the tableau

� tC is a very compactrep-
resentationof the searchspace. All the information that
is containedin tableauxwhoseliterals are of weight less
than Ç ÈÊÉ0Ë is presentin thesinglestructure

� tC ; andall the
tableauxin the searchspacethat are identical or in some
way symmetricalto eachotherarerepresentedby only one
sub-tableauof

� tC . Sinceno backtrackingoccurs,no in-
formationthathasbeenderivedis ever lost. Theremaybe
partsof thetableau

� tC thatrepresentredundantinformation
andarethereforeuseless(i.e., non-closedsub-tableauthat
shouldnot have beencreated);but thesearenot harmfulas
they canberemovedusingthepruning technique(see[3]).

The deterministicproof proceduresfor clausaltableaux
describedin this paperis compatiblewith all searchspace
restrictionswith whichthecalculusremainsproof-confluent
suchas,for example,selectionfunctions[5, 6].
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Figure 11. The tableau proof described in Ex-
ample 10.
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